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Abstract: An slternative paremetric estimator for the pa-
rameter of the exponential distribution under random censor-
ship is suggested and its asymptotic properties are derived,
The proposed estimator has a smaller bias than the usual mexi-
mum likelihood estimator.
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Both in medical research and reliability testing we often
deal with incomplete or censored observations., A useful tool
for statistical inference in such situation is the model of
random censorship.

Suppose that X is a random variable representing lifetime
or time to failure. Together with this random variable consi-
der random variable T which represents time censor, On any ob-
Ject which is put on trial, we can observe either X or T dep-
ending on what has happened sooner. We also get informetion
whether we have observed X or T. Observation of n objects thus
results in pairs

(w, ,11),...,(wn,1n)
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where Wy = min(Ly,1,), Ij =1 1f X <1, (3*® observation is un-
censored), and IJ = 0 in the opposite case (Jth observation is
censored at time Td)' J=1,...,n.

A usual statistical problem is to estimate the distributi-
on of X or, in case of the known enalytical form of the distri-
bution, to estimate its parameters. The most popular non-para-
metric estimator of the distribution function is the well-known
Keplan-Meier product limit estimator which has been intensive-
ly studied recently. Parametric estimators are usually based
on the method of maximum 1ikelihood.

In this note we deal with the simplest case when X and T
are independent exponential random variables with expected va-
lues 0 and w , respectively. Let us denote W = ij/n and
I=-x I;/n. The maximum likelihood estimator of @ is
(1) §=W1
provided that T>0, We leave & undefined in the opposite case.
Let us define J” by the relation

feded
It has been shown in [1] that § is asymptoticelly normelly dis-

stributed as N(°'03_) and
nd’
2
A 1 s(8 _d -2
(2) E(@ \21370) =0 + 2 d’(d,) (1 5 )+ o(n™%),

Note that J/0 = P(X<T) expresses the expected proportion of
uncensored observations. It is not difficult to see that the
leading term of the bias is always positive and grows rapidly
with increasing proportion of censored obgervations. Someti-
mes the bias of (1) may cause troubles. An alternative estima-
tor of @ is
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3 '6'.6(111-‘1- (n—‘:) T)

which is unbiased up to 0(n~%), Asymptotic properties of (3)
are summarized in the following Theorem.

Theorem. For n —» o0 » We have
(4)  Vn(@- o) 2+ §(0,6%/4"),
—— 2 -
(5) E@1T>0) =0+ —:2- [ -(7;) 1+ o(n3),

(6) var(3|T»0) =19, o(n™2),
nd

Lemma ., Let g = g(t,n) be a real function defined on

Ryx N. Suppose that g admits a continuous (q+1)ch derivative
with respect to t on [0 - o”, @ + I 1 %N for some d’ > 0. Sup-
pose that g'(o,n),...,g(q)(o,n) are bounded functions of n and
g(q"'”(t,n) 1s bounded on [6 - d",0 + d"1xN, Suppose that
{Tn} neN is a sequence of gtatistics and that there exist
8Zq +2, 7,7 0 such that EIT_ - 01® = 0(n"?) ana

lg(t,n)1%2 C, + cznn(s-q-2) where C,, C, are constants. Then

R RNe)) 3
(1) E g(T,,n) = g(o,n) *5‘3 31 & (0m) BT, - 0)Y 4
+ O(n"z(q“)),

(8) wvar g(Tn,n) =
L %
=7 =,
371 ks il x
yrhig+1

- &9 0,me® (0,n) cov L(n_ - )3,

(T, - %1+ o(a=War2)y,

Proof of the Lemma., The proof will be given in [2],

Proof of the Theorem. First we prove (4). We can write

(3) as
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(9 Va@-0 =va BL=1 (3 _ ¢ 4+ 1nl-1, T_1

(n=1)I Vo (n-1)T T-1/m
It is obvious that

nI - 1 P 1,

(n-+) T

I-1 P BI -1
TI-1/n EI

so that the second term in (9) converges to 0 in probability,
From Theorem 2 in [1]1it follows that

Vi@ - o) 2> w(0,0%/).
Using 2c.4 (x) in [3) now gives the result.

To prove (5) and (6) we make use of the Lemma, Since W

and T are independent,and EW = d° , we only need to calculate

((n—?) T (n-: )'f?)‘

We have
B .1+l sy o3
n-1 n ;2' ’
1 1 1 -3
= - + + O(n )o
n-1 n 1-15
Define

g(t) = t~1, tza~t,
= 0 otherwisge,
and put Tn =T in the Lemma. Since nT possesses a binomial dis-
tribution with parameters n and J"/0, we have n = 1/2. Thus
we teke q = 5. Calculation of E(T™') is now a tedious but
straightforward application of the Lemma. Similarly we handle
with E(T'z) and analogously with var 9,
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