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A NOTE ON CLOSED CATEGORIES
Jan PAVEIKA, Praha

Abstract: For an adjoint situation
’U'O(A® B,C) =~ ’Lfo(A, LBC1)
in a category ’V’o, the paper gives a description in terms

of the left adjoint ® of those closed category structu-
res in the sense of Eilenberg-Kelly on ’zfo that have

[ -,-1 for the internal hom-functor. It turns out that ®
need not really be (even up to an isomorphism) associative.

Key-Words: Adjoint situation, closed category, inter-
nal hom-functor, natural associativity.
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Introduction. Although the concept of a closed cate-
gory is the minimal one of the enrichments of category theo-
ry treated in [1], it already provides enough framework for
som interesting applications (the study of YV -categories,

4 -functors, etc.). Of course, it facilitates the calculus
considerably if the internal hom-functor
[=y=1]1 ¢ 'Vo*x ’)fo——> ’lfo
has a left adjoint '
@ : Vo» 1)'0——9 ’Ifo
Nevertheless, once an adjoint to [-,-] is considered it

is always required to be (up to a specified natural isomor-
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phism) associative.

Sinece there exist closed categories in which the inter-
nal hom-functor has a non-associative adjoint (an example
will te given in Section 2), we can ask what it is on the
side of ® that exactly corresponds to an extension of
[-,-1 to a closed category structure on Ve

To settle this question we first analyze, on similar
1ipes a@s in [1], Chapter II, §§ 3, 4, the interaction bet-
ween properties of @ and those of ‘[ -,~] indueed by the
adjunction. This time, however, we shall emphasize whatever
independence there is between individual couples of corres—
ponding data or axioms and we shall go as far as pc;aeible
without normalization of the couple < Vo L -,=1%. As for
the statements 1.2, 2.2, 3.2, and 3.3 of Section 1, this re-
sults in a certain restriction on the proof techniques avail-
able snd the proofs are, consequently, longer than those in
{1]. Because, on the other hand, their complexity is due on-
1y to complexity of the caleulus involved and they are based
on a very simple idea, we shall illustrate the idea by carry-
ing out one of the proofs in question and omit all others.
The proafs of 1.1, 2.1, and 3.1 will be also omitted - the
reader can be referred to (1], Chapter II, Lemma 3.l.

Convention: The identity morphism of an object A will
often be also denoted by A. We denote by f the inverse of
an isomorphism f.

We shall constantly refer to diagrams MC1 - MC4 on p.
472 and to diagrams CCl - CC4 on p. 429 in [1]. When we say,

for instance, that some transformations a and £ satisfy MCL
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it mesns that every diagram of the sort labelled on p.472
by MC1l commutes.

1. Relations between data and axioms., Throughout this
section we shall deal with the following basic situation:
we assume given bifunctors
® : Vo, ———>'Il’° and [--1 3 U= v,— s
together with 8 natural isomorphism
: Y,(A®B,C) = V, (4, [BCI).
We shell also use the alternative description of o by
its wnit: &,p = “A,B,&@B(Ag B): A—> [B,A® Bl
patural in A and dinatural in B, and
counit: €,p = ﬁ[ABJ,A,B( [AB]): [ABl ® A—> B

pnatural in B and dinatural in A.
1,1, Given a iransfomation
(1.1) 8 pat A®B)@C—A® (B c)

natural in A, B, C, the formula

A
(1.2)  Ipg = Tipcigr4Bl1,A,B ° 9 Bo1CABI (AC] LBC

+ (1BC1® eyp) * 8poycamal

defines a transformation

(1.3) 18, : [BC1—> [(aB1 [aCI]

natural in B, C and dinatural in A,
Conversely, given (1.3), the formula

(1.4) 8ps = Ty B [C,A® (B®CN ~
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‘?ma,c,w (B® C) Hagch,AQ (B®Cc)ll -

c - ) ?
* I5pc, a0 (BAC) ~ ~A,B&C

defines a transformation (1l.1).
Moreover, the procedures (1.2) and (l.4) are mutually
inverse and thus establish a 1-1 correspondence between

(1.1) and (1.3).

(We shall speak about ¢r -corresponding couples of trans-

formations < a,L> )

1.2, let <a,L> be a ar-corresponding couple. Then
a satisfies MC3 iff L satisfies CC3.

Proof of CC3==> MC3 (a shortened version): We have to
show that under the assumption CC3 the equality

(1.5) (A® apep)* & moc)p * (Bupc ® D) = &p(ceD) °

* &(A® B)CD

holds for all A, B, C, De obj ’U"o. Since ar is an isomor-

phism we can as well prove (1.5) with
Ta,B,ictoEn  Taer,c,toE) © T (a@B)®C,D,E *

where E = A® (B ® (C® D)), applied to both sides. Now
= x:ri[D,(.}.@ a)-a+-(ea@D)] - a(A@B)@C,D}
= ¥ {[D,(A® a)-al- [D,a®@D1. o}

which by the natwrality of @ equals
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oD@ )-8+ 3;4(ec),p’ ®nct *
.[B[C,al1 - [B, GLGB,CJ « 9,p ¢

We apply (1.4) for a,p, and obtain
[BEC[D,(A@&)-aJJJ-LBL’C,eJJ- ;

R C '] .
[0 [C,A® (B®CO)II « Ijgc a0 (BAC) 94,B@C

By the naturality of © , the naturality of L (applied three
times), and (1.4) for &, pgc)ps the last line can be rewrit-

ten as
c .
(3,,[D,A® (B (C® DI+ Izgge,D,A@((BOC)® D)

+[B®C[D,ARall" [BBEC,D[D,AQ ((B&C)® D)) -

0 LD e 9
(B®C)®D,A@ ((B@C)@ D)~ °A,(B@C)@D *

Next we use the naturality of L, dinaturality of 9 , again
the naturality of L (three times), then (1.4) for ag.p &pP-
1ied in the first variable of [-,-], and the dinaturality

of L, and obtain

D 4

[ og(cgpystd s E1 [3¢p2dd e (Lgep,Ba(c@D)td "

, [0,C@D] .2 .
I'Be (C@D)1,LD,A® (B8(C@®D) ' 4 ®(Bac),4® (B8 (CaD))

* ®),B@(C@D)
By CC3, this equals

(2,11:(1[3¢p11]+ [1,gp a0 (@@ oD "
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: Igg?cayn);A@ G R

Using three times the fact that [-,-1 is a functor and by
(1;4) for &ypcap) " obtain .

[B [0,,1]1(B,I°1-[BEC®D,aypcep)l- *

l-9

LB, 83¢B,c0D AB

which, by the naturality of L applied in the second variab-
le of [-,-1 , the description of or via & , and by (1.4)
for ag, @ p)cD? yields

ar{ EbeED"AB(GGD) ‘2ep)en ? * [ PweB@c,D 3
‘ 2pep,c! = TT7{ ;3o 2La@BID }

2,1, Let Ieobj ¥,. Then the formulas

{
(2.1) i, = Tunb,) =[T,,)0 9,

(2.2) ry = Fypliy) =epy - (3,00

establish a 1-1 corresponience between natural transformea-

tions

(2.3) T, A®I—>A
and

(2.4) :I.A: A—>[IA]

Moreover, r is an isomorphism iff i is.
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, 2.2, Given dr —corresponding couples (a,L ) and
{r,i>. Then &, r satisfy MC4 iff L,i satisfy CC4.

3.1, Let Ieobj V. Then the formulas

(3.1) iy = T pal 4y) = [a, 2412y

(3.2) L, = T d,) = ey (8 4)
establish & 1-1 correspondence between

(3.3) natural transformations L2 :I@A—>A
and

(3.4) dinatural transformations 1 I [aAd

3.2, Given ir-correeponding couples {a,L> and
{(A£,j>. T™en a, £ satisfy MC1l iff L,J satisfy CCl.

3.3. Given 4T -corresponding couples Ca,LY,<ryid> ,
and (2,5 > . Then a, £,r satisfy MC2 iff L,i,J satisfy CC2.

3.4. Given v -corresponding couples {(r,i> and
(L ,3> . Thenry = £Iiff11851.

4.1, Given a trarsformation (3.4) put for any § 34—
— B in ’U’o

We obtain a matural transformatiom
"v,gt Volk,B) —> VoI, [4BI).

4.2, Let (£,j) bea Jr ~corresponding couple and
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let © be defined by (4.1). Then

a) if £ is an isomorphism, so is = and its inverse

is determined by
(4.2) T,p(n) = et (@A) - By

where 7 : I—> [ AB] in 7.

b) If « is an isomorphism, so is £ and we have *

(4.3) T4y = Threat®m)

Proof: All the verificatiors ere straightforward ex-

cept perhaps that of 4.2 b, Assume 2 is an isomorphism and
put

A —
(4.4) €)= %a104(°ma)¢

We show that ’EA is inverse to 4£,. For every A € YV, we ha-
ve

Ao A = 1V, ) - 'vk’wA} op =
(by the naturality of T ) = '[?m « U (I, LA, L,0%ap, =

= Ty 414, 41958
(by (3.1)) = 7,1 j‘} =

(by (4.1)) = 1.

To complete the prodf it now suffices to show that each
A

aem is an epimorphism. Suppose that

EA 90
A — > I@AT—>B
1

commutes., Then

T1ap Fo =LAy 9ol 3 = LA, @1 ra, 2,15, =
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= La, 91 0k Byl =891 3y " C Y
whenee ¢, = Yq.

-

2. The comparison theorem,
Proposi tion. In the basic situation of Section 1, the

following statements are equivalent:

() ® can be extended to a structure onr v, whose defi-
nition is obtained from the concept of a monoidal catego-
ry eas defined in [1] by weakening the associativity of @
to a,pe being just morphisms in U, patural in A, B, C,

() L-,-] can be extended to a closed category structure
on YV, as defined in [1].

Moreover, the structures on Ve nentioned in (7T) and
(H), respectively, determine each other (up to some freedom
we have when defining the basic fumctor V in the transition
from (T) to (H)) uniquely.

Proof: &) (H)+r—> (T). Given a closed category siruc—
ture <V,[-,-1,L,L, i,j> on 7V, use (1.4), (2.2), and
(3.2) to obtain tren sformations a,r, £ satisfying MC1 -
MC4; r is an isomorphism. By Propositions 2.4 and 2. 7 of
Chapter I in [1],

Viggy = %asr

where T is defimed by (4.1), holds for any 4, Be obj 7,
and
iI = jI.

Hence £ is an isomorphism and rp = £, (uC5 in [1)).
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b) (T) —> (H). Given <@ ,I,a,r,£> such that
a,r,L satisfy MClL - MC5 and r,£ are isomorphisms, use
(1.2), (2.1), (3.1) and (4.1) to obtain transformations
L,i,j, such that L,i,j satisfy CCl - cC4, i, are iso=-
morphisms amnd iI = jI. It remains to normalize the couple

Vg [=4=12 (¢#, [11,p. 491). To this end, we prove the
following '
lemma. Given i,j such that iy = jr and T is an iso-
morphisw.For any C € obj 'U’o 3
{if C =[AB] put VC = V_(AB), Lg = T,

otherwise put VC = V (I,C), Lo =1 7, (1,0)°

For eny £: C —> D in 7V, define a mapping Vf: VvC—> VD by

V£ = Ty - YV (I,0) - tg

We obtain a functor V: 'lfo—-> Set end a natural isomorphism
L Ve Y (I,-) such that
(cco) - (1) Vel=y=] = 'U’o(-,-)
(ii) Vi ® Tam hods for any A,Beobj 7, in
particular,
(cc5) “uu (lA) = 55.

Proof: (i) is clearly true on objects. Next, for eny

'r 8
A ‘LE‘B B’ in U,

we have ‘CA,B/{V [f'slg} = {‘EA'B.’ '?‘IBI‘ VO(I' [fBJ )'
c Xypd§ =AVAL, [2g]) - ¥yp3§ = [fgl-LAET - Jy =
=[£,g§].], = [N, g§)- [ £,A1. = [Ag §1-[AE]. =

= [A,’g?f] . dA' = ¢L’B‘8§ f) = ng’B,.[qfo(f,z)E; s
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hence Vifgl§ = 'V'o(f,g) § -
(ii) For any A—S+ B in Y, we have.

Vigs § = S Trum ¢ YoTime) Typ i€ =
= Toom fing o [A§1- 3} = Frus (L1 [h§ITd p,7° )8

- Ty (TTA§IT- [T,3,0 ¢ ipf= Ty irTiasdls

Example. To satisfy ourselves that there exist closed
;ategoriea in which the intermal hom-functor hes a non-asso-
ciative adjoint, let us turn to the following special case.

Consider a partially ordered set (i.e. a small thin ske-
letal category) < P, &> . A closed category structure on
{P,£> boils down to a couple {L{=y=1,I> , vhere I¢ P and
{-,~1:PxP—>P is an operation order reversing in' the
firet and order preserving in the aecond variable, such that

(y,z1 £« [(xy] Cxsll
x = [Ix]
I<[xx]
x<y iff T« [x,y]
hold for eny X,y,zZ€ P. )
Now take the closed category structure {[{=,=1,3> on

the category

4 = s e —=> "
a 1N 2 A3

where [-,-1 is defined by Table 1. Table 2 shows the value
of its adjoint & -
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3[3[3]3]3 3[el1]2]3
2(3[3|3]2 2[oflal2]2
1(3[3fz2]2 1|o|lo]1]1
o[l3[1]zx]e elolo]o]o
e 1 2 3 o 1 2 3
Table 1 Table 2

Observe that (2@ 2)@ 2 =1®2=0<1=22®@ 1 =
=2@ (2@ 2). '
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