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1. INTRODUCTION

In the well-known book Time series analysis, forecasting and control the authors
Box and JENKINs introduced a special non-stationary. model for discrete random
processes. At the beginning, we shall describe shortly the Box-Jenkins approach.
Further, we shall show that there is an inaccuracy in their theory, and a modified
model will be described. Then we shall concentrate our attention to a problem arising
when the best extrapolation is evaluated. '

Let {Z,} be a discrete random process. Define an operator B by BZ, = Z,_;.
Then B is called a backward operator. Suppose that {a,} is a white noise. Let {Z,}
satisfyj the condition

(1) o(B) Z, = O(B) q,
where
@o(B)=1—¢,B—...—¢,B°, OB)=1—0,B—...— 6,B.
If all the roots of the polynomial ¢(B) have their absolute values smaller than 1,

then ¢(B) is called a stationary operator. In this case we say that {Z,} is an ARMA
process (autoregressive moving average process).

Box and Jenkins investigated in [2] a model
() ¢(B)(1 — BY'Z, = 6(B) a,

where ¢(B) is a stationary operator. In this case {Z,} is called an ARIMA process
(autoregressive integrated moving average process).
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Let us suppose for a moment that the random variables a,, a,_{, ... are known.
We are looking for the best estimate (or for the “best extrapolation”) of the variable
Z,,4 when the estimate is based on a,, a,_;,.... We restrict ourselves to linear

@
estimates which have the form ) c,a,_,. We say that Z,(g) is the best linear extra- -
polation of Z,,, if B0

E[2(9) — Zi+s)* < E[Z(9) - Z.4,)

L]
where both Z,(g) and 2,(g) are of the type Y. c,d,.
k=0

Let us suppose that there exists such a polynomial ¥(B) = 1 + ¥,B + ¥,B* + ...
that

3 Z,=¥(B)a, = a, +‘_Ela,_,‘l’,

holds for every integer ¢.
Under these assumptions, Box and Jenkins proved that the best linear extrapola-
tion is
4) 2(9) = ¥,8, + ¥gu18r-y + ....
Formula (2) implies
o(B) (1 - BY ¥(B) = 6(8)

and it is easy to find the coefficients ¥, ¥,, ... of the polynomial ¥(B). Also the
problem of extrapolation is solved in this way.

The basic problem, however, is that the series
a, + Z a,_. ¥
kfl
may not converge, as we can see from the following simple example. If ¢(B) = 1 =
= 6(B), d = 1, then
(1-B)Z,=a,
and we have

Z,=a,+Z_y=..=Ya,,.

1

™M

Since a,,a,_y,... are independent random variables with the same positive

00
variance, the sum ) a,_; does not exist.
i=0
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2. A MODIFIED MODEL

To avoid the problems mentioned above we shall assume that the process {Z,}
just starts at a fixed moment, say at ¢t = 1.

Let the random variables Z,,...,Z, and a,_g4, ..., ap, ... be given. Then it is
possible to define Z, for t > p by a formula
(%) ¢(B) Z, = ©(B) a,

recurrently. The symbols {a,}, {Z,}, ¢(B), ©(B) are the same as in (1), but this time
we put no condition on the polynomial ¢(B).

Inserting t + 1 instead of ¢t we get
(6) Zips =01Zi+ Q2 g+ oo+ QL iy + @(B) a.

This formula enables us to express Z,,, in terms of Z,, ..., Z, and a,. First, we
can see that

Zprg=01Zpsgq1 + ... + 0,2, + O(B)a,.y.

After g steps we have the wanted formula.
If we denote (after k steps)

Zp+g = (P‘I:Zp+a—k +aes + (p:+p—lzg—k+1 + @(B) Fk(B) ap+g'
then after inserting for OrZ,+ i from (6) we get
2,y = (<p’;§¢1 + ‘P:+1) Zongeit + e+ ((pI':(Pp—l + ¢:+k—l) Zors1 +
+ 0k, Z, - + O(B) [¢iB* + F¥(B)] a4,

Put ¥ = 0 fori < kand fori — k = p.
Comparing these formulas we see that

(7) ot = Pioix + of
fori=k+1,...,k+ p and
k
®) F**'(B) = ¢sB* + FX(B) = ... = ) ¢{B’
i=0

where ¢g = 1, ¢f = ¢,
After the g-th step we come to

© Zpig =02, + ... + 99, ,1Z, + O(B) F(B) a,.,

where ¢f and F?(B) are defined recurrently in (7) and (8).
Now, we shall investigate how to express Z,, ¢ in the form

(10) Zp+N+T = Ll(Zl, ceey Zp+N) + Lz(ap_q+1, sieiey a‘,_l, ap) +

+ Ly(@pins1s -0 Gpinser) s
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where Ly, L,, L; denote linear combinations of the members written in the brackets.
Inserting p + N and T instead of p and g we get

(11) Zyiner = O1Zpan + ... + (P;+p—lzN+l + S(B)a,sn+r
where
T-1
O(B)Y. ¢iB' = S(B) =1 — 5B — ... — s;47-B1*T71,
i=o0

If we denote

(12) A =51apsn + ST418pin-1 Ft oo F SpaT-1Bprn—g+1
then
S(B) ApiN+T = GpaN+T — -0 — ST—18pin+g — A .

To get Z,,y4r in the form (10) we must decompose @,.y, ..., d,+1 (ie., the
expressions in 4 for N = q) into terms containing Zy, ..., Z,,y and a,_g44, ..., a,,.

The fundamental formula (5) yields easily

@ry1 =018, + ... + 0,8, 441 + @(B)Z,,, .

Put @3 = 1 and define @/ recurrently by
(13) 01" = 6,0, + 6}
where @} = ©,. Then for any positive integer g we have
(14) @y, =0%,+ 0%, 0, + ...+ 0%, _1a, .1 + ¢(B) (B) Z,.,
where I¥(B) =‘f@§3‘.
Inserting (143=i:1to (12) gives

q-1 . _ _
A= ‘ZOS'IWi[@g::ap + oo+ ONZliq-18p—g41 + @(B) L' I(B) B'Z,.y].

Putting
(15) 1Y =T 05008 tuss
(16) D"(B) = J{,’ +d{B+ ...+ dy,y_B**N!
=:z:sm o(B) I'~/(B) B,
we can write
(17) A=Tia,+ Tia,_y + ...+ T} 18,_ge1 + D"(B) Z,.y.
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According to (12), this implies

(18) Zpinsr = (07 + d§) Zpun + ... + (0Tu4p-1 + dy 1) Zy+y +
+ ngN + ...+ dﬁﬂv_lZl — Tgap — T’lvap_l - = T;N_Iap_qﬂ +

+ dpiN+T — S18p4N+T-1 « = S7—18piN+1 -

3. EXTRAPOLATION IN THE MODIFIED MODEL

Suppose that the variables Zy, ..., Z,,, and a,_g44, ..., a, are known. Let a; be
independent of Z; for j > i. For a given positive integer T we are going to construct
an extrapolation of Z,,y,r based on the values Zy,...,Z, y and a,_,.4, ..., a),.

Denote
(19) 2, MT) = 20Zpsn + 21Zpsn-1 + ... + Zprn-121 —
—Toa, — ... — T 1a, 441,
(20) 8p+N(T) = ApiN+T — S1Op4N+T-1 — +++ — ST—18p4N+1>
where

2N =@l +d¥ for i=0,...,p—1,
zV =4y for i=p,...,.p+N-1,
and @], s;, TY, D} are defined respectively in (7), (11), (15) and (16).
Theorem 1. The variable 2,,,(T) is the best linear extrapolation for Z, .y,
based on the given Z, and a,.
Proof. Denote
ZyoM(T) = 20Zpin + oo + Zpan—1Zy — to@y — ... — ty_18,_g41

and put

L= (Zg — 20) Zya + oon + (Zgﬂv-x - zp+N—l.) Z -
- (Tg - tO) p = -0 — (TqN—-l - tq-l) Ap-g+1 -

The variables L and ¢, 5(T) are independent because a;and Z, are independent for
Jj > iand a; and q; are independent for j =+ i. It implies

E[Zpinir = Z,oM(T)] = E[e,4n(T)],
E[Zyiner = Zpun(T)]* = E[L + &4 8(T)]* = EL* + E[,. (T)]* .

This completes the proof.
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The variable 2,,5(T) contains a,,a,_y, ..., d,—g+;. However, the variables
a,, a,_y, ... are usually not known and, moreover, it is even hardly possible to derive
any good estimates fot them. Under some assumptions concerning the roots of the
polynomial ©(B) we prove that the influence of those variables rapidly decreases if
the length of the realization grows. Usually, the variablesa,_,., ..., a, are neglected
and we insert zeros instead of them. We shall show that this substitution does not
influence the result too much if the number of the known variables Z, is sufficiently
large.

Theorem 2. If all the roots of the polynomial @(B) are outside the unit circle,
then O — 0 for N —» oo, where @Y is defined in (13).

Proof. According to (13) we have
oy = oN_1ie, + o3

Since ] = 0 for I > j and for j — I 2 g, we obtain

q
(21) oy =Y 0,08}
i=1
Denote
0, 1, 0, , 0
m-|0 0 1L , 0

.....................

and introduce
r,= (065, ....051y.

Formula (21) gives

_ Iuei = MI,
so that )

(22) ’ Iy, =MT,.

It is well known that

(23) M — a| = (—1)2*2 22 0(1/2)

~ and we see that all the roots of the matrix M are smaller then 1 in absolute value.
According to Perron’s formula we get

@) IS S [Gr 17 + o s (7 2

(n — my + 1)
where ||A|| is a norm of the matrix A defined by
|A]* = 3 ai) -
"J
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Denote

A = max |4,
1<k<s

m = max (m, — 1),

1<kss
(29) 1Z]| = max (| Z,,[| + ... + |Z, [)-
15kSs
Then from (24) we obtain
Z| nt 2
26 M < im——
29 o) < 21212
Put
_ s|Z| nt Anm

" (n — m)

We see from (25) that 0 < A < 1. Then for any sufficiently small ¢ > 0 we have
M1 +e) <1
and for any n = n, we have also

m

—_— <.
n+1—m

This yields
(27)

Denote

H<A(l+e<l.

a,

(1 +e)A=2a*.
Then we see that
(28) |ng o] < |an| (2*) .
Formulas (26), (28), (22) give
M| <o <la) < % oy, 1= wer

(A=

We see that

(29) (0312 < [Fuvi] < [M] 4] < L‘“ﬂ( oy

j+nl = l*)no

for j=0,...,9 — 1.
We can choose such a small & that A* = A(1 + &) is also smaller than 1. We see
from (29) that @Y exponentially converges to zero.

Theorem 3. If all the roots of @(B) are outside the unit circle then T) converges
exponentially to zero for N - 0.
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Proof. From recurrent formula (13) we easily get
q
(30) . ON+a =t Z+1611:I:::@i 2

Since ON12Z! converges exponentially to zero, we see that for any fixed o the
coefficients O ,, also converge exponentially to zero. As

-1
N N—-i
Tj =’Z sT+i@N—i+j ’
=0

it is clear that T7 also converges exponentially to zero. The proof is complete.

4. MULTIDIMENSIONAL MODEL

We have used a modified Box-Jenkins model for the scalar case. In this section
we generalize the results to the vector case.

Suppose that @,_,,y,...,a,,... and Z,... are k-dimensional random vectors.
We shall assume that

Ea; =0, vara;=A,
cov(a;,a) =0 for i+j,
cov(a;,, Z)=0 for i>j.
Define Z,(t 2 p) recurrently by
¢(B) Z, = 6(B) q,
where
o(B)=1—-¢B—...— B, 6B)=1-6,B—...— 6,8,
and @,, €, are matrices of the type (k, k).
Let # be the set of the random vectors

{Zozp+N + ne z,,+N_lzl - toap = s = tq_la‘,_q+l}

where z, and t, are arbitrary real numbers. Let Z,,, 5(T) be a fixed element from .#.
If the difference

var [Z,,M(T) — Z,4y+1] — var [2p+N(T) = Z,in+1]

is a positive semidefinite matrix for all Z,, \(T) € #, we say that 2,+,;(T) is the best
linear extrapolation for Z,, v, r.

It is easy to see that Z,, \(T) defined quite analogously as in (19) is the best linear
extrapolation for Z,, 1.
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