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Introduction. This paper is connected with my paper [1]. The main aim of this paper
is to find a bounded weak solution of the Dirichlet boundary value problem for the
equation of the form

(1) — i < ai(x, g—;‘) + ag(x, u) = f(x)

i=1 ax"

where the growth of a,(x, p) in p (p ==(py, ..., py)) and ay(x, u) in u satisfies con-
ditions (3), (4) given below.

Let us consider a bounded domain Q = EV (N-dimensional Euclidean space)
with the Lipschitzian boundary Q2. We shall suppose

(2 f(x) el (Q).

Let us consider real functions g(u) € C'(— o0, o0) for which there exists a positive
number u, so that

I. u g(u) is even and. convex for |u| 2 u, and
liilzo (ug'(u) + g(u)) = .
II. For each I > 1 there exists a constant ¢(I) such that
g(lu) £ c(l) g(u) foreach u = u,.
II1. There exists I > 1 such that
g(u) < 4g(lu) foreach u = u,.

Now, we shall denote by M,; M,; M; the classes of the functions g(u) satisfying I;
I and II; I, IT and III respectively.
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The functions a(x, p)for i = 0, 1, ..., N are real and defined for x € Q and |p| <
< 0. They are continuous in p for almost all x € Q and measurable in x at fixed p.
(If i = 0, then pe E').

Let us have g,(u) e M, for i = 1,2, ..., N and suppose g,(u) = g;(u) (or g{(u) <

< gju)) foralli,j =1,2,...,N and u 2 u,. Then, the conditions for the growth
of a(x, p) in p are of the form

(3 lagx, p)| < ¢ (1 +jZN:lmin (lgdp))\> [gj(pj)|)> for i=1,2,..,N.
Now, let go(u) € M, such that
©) ' lao(x, u)| < e(1 + go(u)) .

In paper [1], the existence of a weak solution of equation (1) is proved — under
the assumption of monotonicity and coerciveness — only if go(u) € M in the con-
dition (4). In this case a weak solution is found in the space W, (). In this paper
we shall also work in the space W, () and therefore we sketch its construction —
for details, see [1].

First we construct Orlicz spaces L¢,(22) by means of functions G(u) = u g,(u),
where g,(u) for i = 0,1, ..., N are those from conditions (3) and (4). More exactly,

G (u) = ugiu), for |ul =u,
: Cilulp‘ o for |ul _S: u;

where u;; ¢;; p; > 1 are suitable constants. For the construction of Orlicz spaces,
see [3]. Then, we construct the space W, ¢(€2) of Sobolev type, see [1], as follows:
W, o(2) =W, ¢ ={uelf(R), for which the distributive derivatives ou/dx;e
el¢(R)fori=1,2,...,N}. The norm in this space is defined by

du

0x;

N
lulwi.c =%

i=

+ |u|G° y
Gi

where ||. ||, is the norm in the Orlicz space L¢,(€2). Let us denote by ° W, g the sub-
space of all functions u € W, ¢ satisfying

"Ian =0
in the sence of traces.

Af g,(u) €M, for i =0,1,...,N, then the corresponding space W,  is reflexive
(see [1]). In the general case g/ (u) e My, fori =0, 1,..., N, W, ; need not be refle-
xive (see [5]) and in that case it is impossible to apply the methods known from the
reflexive spaces for seeking the weak solution. In this case the functional (potential)
is constructed in paper [1] and its minimum is found.

Considering the growth conditions (3) and (4), we shall proceed analogously, even
if the conditions are more general, and we shall prove that the minimum of the
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functional is attained for a bounded function. Then, it will be easy to prove that
this minimum is at the same time also the weak solution.

We shall suppose that the Dirichlet’s boundary value condition is given by the trace
of a function u, € W, ¢, where

() u(s)|ag = #o(s)|on € L(02)
in the sense of traces.

u e W, ¢ is called to be a weak solution of the Dirichlet boundary value problem
(1), (5),if u — ug e °W, gand forall ve °W, ¢

N

Y Qv a;( x, %Y 4y + vag(x, u)dx = | of dx

i=1 J o 0x; 0x 2 Q
holds.

By means of the class M; we can describe a growth, which is near to polynomials,
e.g.u’,u’ln (|u| + 1) etc. However, we call the attention to the fact, that the class M,
is essentialy larger then the set of polynomials Iul". If g(u) € M; then there exist
p, g > 1 and constants c,, c,, u, such that (see [1], Assertion [1])

¢ |ul” £ ugu) £ cyful* forall |u] 2 u,.

On the contrary, for all p,q > 1 with g > p there exists g, ,(u) € M5 such that
previous inequality holds, while this inequality does not take place for any p’, ¢' > 1
withp<p <q <gq.

By means of the class M; we can describe a larger scale of the growths, e.g.

sgnu.In(|u| +1), wuexp(u?) etc.

If g(u) e M, and g(u) ¢ M;, then the Orlicz space Lg(R) (G(u) = u g(u)) is not
reflexive, which requires a different method to find a weak solution then in the case
of reflexive spaces.

Let us denote by E;(£2) the closure of the set of all bounded functions in the norm
of the space Lg(%). If g(u) e M, and g(u) ¢ M,, then E(Q) is a nowhere dense set
in Lg(Q). If g(u) € M,, then E(Q) =Lg(Q). Let us denote by P(v) the conjugate
function to G(u) (see [3]) and by L;(2) the Orlicz space constructed by means of the
generating function P(v) (P(v) = max (uv — G(u)). For u € L§(Q) and ve L;(Q) the

Hoélder inequality |fg u(x) v(x) dx|“ < |ulg - ||o]» hlods.

The results obtained here can be transferred without essential difficulties to more
general boundary value problems.

Let us denote
u(x) for x such that |u(x)| < ¢
c sgn u(x) for all other x.

() =u = {
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Lemma 1. If u € W, ¢(Q), then u]* € W, ¢(2) for each constant ¢ 2 0.

Proof. As L¢,(Q) c Ly(2) algebraically and topologically for i =0,1,...,N,
it is u e W}(Q). Thus, u]°e Wj(Q) — see [2] (Theorem 2.2, Lemma 2.3). Let us
denote by du[0x, the derivative in the sense of distribution of the function u(x)
and by [du/dx,] the derivative in the ordinary sense. From the results of B. LEv
(see [2], Theorem 2.3),

_314_ = [6_u almost everywhere in Q, i=1,2,..,N.
0x; 0x;

From this fact easily we deduce the lemma.
On the basis of this lemma it is possible to suppose that u(x) is bounded and

(6) i‘:!l)’ ess [u(x)| < [uo]|L.con)

in the sense of traces.
For the construction of the functional to equation (1), we suppose the symmetry

) da(x, p) _ 0a A%, p)
Op; op;

in the sense of distribution for i,j = 1,2, ...,N.

Supposing (3), (7), we define

&,(u) = fd:le wa (x tz—x>dx.

The functional @,(u) is continuous on the space W ¢ and has a Gatteaux differential
at every point equal to

.
Doy(u,v) = | ¥ v a‘( ZZ) dx ;

ei=10x;

for the proof of this assertion see [1] (Lemma 1 and 2, § 2). The functional correspon-
ding to equation (1) is of the form (see [4])

. 1
(®) D(u) = D,(u) + I dt.[ uao(x, tu) dx — '[ uf dx .
o Ja - Ja
To obtain the convexity of the functional &,(u) we shall suppose
N
6] ' ‘Zl(pa — q;) [alx, p) — afx,9)] 2 0.
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The coerciveness of ®(u) will be guaranteed by

N N

(10) ‘_leiai(x’ P) = Z,lpigi(Pi) —C
and

(11) uag(x, u) = c,u go(u) — ¢;, uek!

where c,, ¢, are constants and g,(u) fori =0,1,..., N are functions from (3) and (4)

We shall consider such equations (1) for which there exist g(u)e M, for i =
=1,2,...,N, and go(u) € M, satisfying (3), (4), (10) and (11).
In general, for the functional

(12) %@=£&k%@mﬂx

we admit the value + oo on the space L§ ().
We shall look for the minimum of the functional ®(u) on the convex and closed
set ug + Wy 6.

Lemma 2. If (2), (3), (4), (7), (10) and (11) are satisfied, then

lim P(u) = o, where ueu, +°W;g.
lullw, G~

Proof. First we prove that &,(u) - oo, if

du

13 —_

(13) ox,
Let us set

(14) M@=[§

- 0 .
Gi

J L5

Using Hélder’s inequality in (14) and regarding [1] (Lemma 1, § 2) we find easily that
Mu) is a continuous functional on W, ¢, bounded from below on bounded sets.
We shall show that A(u) — oo if (13) holds. For this purpose it suffices to prove that
from every sequence {u,} satisfying (13) a subsequence {u, } can be extracted such
that A(u, ) = oo with k — co. From (10) we obtain

N
Z x,au dx = ¢, Oty g; Oty - cy.
5xi ni 1 ax‘ ax,

As g(u) e M;, for i = 1,2, ..., N, it follows from [1] (Theorem 1, Assertion 5) that
it is possible to choose a subsequence {u,,} from {u,} such that

N
Oty g (Ome — o0 with k— o0.
Gi nl l ax‘ ax,

i=1

au

X

6x‘
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Thus, we conclude that A(u,,) = oo for k — 0o. Now, let {u,} be an arbitrary sequence
satisfying (13). From the definition of A(u) we have

&)= I :A(m,) dt.if:

du,
0x;

=1 Gi

A(tu,) is a continuous function in ¢ and so the integral is well-defined. There exists
a constant ¢ such that A(u) = —c for all ue W, ¢. Let K > 0. With regard to the
properties of (), there exists L > 0 such that A(u) > 2K + cif
N
ou

0x;

> L.

i=1 Gi

Let us choose N, such that
Ou, > 2L
Gt

Y

i=1

Xi
for n > N,. Then, we conclude
1 1/2 1
J- AMtu,) dt =J Mtu,) dt + J. Mtup)dt > —4c + K + ¢ =K
0 0 1/2

for n > N,. Thus, ®,(u,) - oo with n - oo and hence ®,(u) — oo if (13) is satisfied.
Now, we prove that

1
lim (J‘ dtJ' uao(x, tu) dx — j- ufdx) = 00 .
llullgo== \J o o] Q

For this purpose we prove that there exists a constant ¢ such that
Il u u

(15) aq(x, s)ds — cafu| = 3¢, —go (=) — ¢
0 2 2

where ¢y = ||f||..ca)- Let us suppose that u > 0. Then we obtain from (11), (4)

J‘ ao(x,s)ds — cau 2 ¢, J. go(s) ds — cqu .

0 0

Because of go(u) € M, there exists s, > u, such that go(u) is increasing, odd for
|u| = so and satisfies lim go(u) = co. For u > 2s, we obtain
u—ow

[aoras = 2wz [ qu)as —esuz T ou (5) = e

] 1 u/2 2
and hence

_so that (15) is proved for u > 0.
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If u < 0, then conditions (11), (4) imply
—ay(x, —s) = ¢; go(s) — ¢; forall s>0.

Using the above estimates we deduce

J- ao(x, s) ds — c3lu| = I- —ag(x, —s)ds — c;lu| 2
0

o
e 1u u
=>c s)ds — cglu| = - — -} —cy.
= 1.“0 go() s‘ |_2290<2> 9

Using (15) we deduce

1 u(x)
j dtj uay(x, tu) dx — I uf dx = j j ao(x, s)ds — c3f |u| dx =
1] 2] 2 Q2J0 2

u(x) u u
=j (J ao(x, s) ds — c3|u|> dx = %clf - 9o (——) dx — c.
o\Jo a2 2

J @ do <u—2§))dx o0, if |ufg—

2 2

Finally,

holds (see [1]) and the proof is complete.
In the space W, ¢ we introduce the *X-convergence as follows (see [1]):

Un U for u,ueW,gq,

f u,v® dx —»f u® dx and f ou, v dx _>J ou o® dx
2 (2] 0 axi naxi

with n - oo, for all v(x)eE,(Q) and alli =0, 1,2, ..., N. P(v) is the conjugate
function to G(u).

if

Lemma 3. Let us suppose (3), (7) and (9). Then, the functional ®,(u) is lower
semicontinuous with respect to the *X-convergence and it is bounded from below
and from above on bounded sets of uy + Wi g.

Proof. Suppose {u,}, ueu, + °W; g and u, = u with n - co. From (9) we
deduce X
@,(u,) — ®4(u) = DD, (u, u, — u).

With regard to the *X-convergence and to g,(u) € M, for i = 1, 2, ..., N we conclude
that du,[0x; —~ duox; with n — oo in Lg,(Q) (the weak convergence in the space
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L&,(R)). On the other hand, from [1] (Lemma 1, § 2) and with respect to (3) we
conclude . 2
u td
a(m o) eth =)
ox

(the dual space to L¢), i = 1,2, ..., N. Thus,
lim D®,(u, u, — u) = 0 and hence lim inf &,(u,) = P,(u).
n— o

n— o

The space °W, ¢ is closed with respect to the *X-convergence (see [1], Lemma 1,
§ 3) and hence also u, + °W/ ¢ is closed with respect to the *X-convergence. Further,
from every bounded sequence fromW, . We can choose a subsequence convergent with
respect to the *X-convergence to some element from W, ¢ (see [1], Lemma 1, § 3).

Now, let us assume that @,(u,) = — oo for some bounded sequence {u,} in u, +
+ °W, g. Then, there exist u eu, + °Wy ¢ and a subsequence {u,} such that
Uy, ;> u. Because of the lower semicontinuity, ®,(u) = — o0, holds. On the other

hand, ®,(u) is well-defined on u, + °W, ¢ (see [1], Lemma 1 and Lemma 2, §2)
which is a contradiction. Regarding the Holder inequality we deduce from [1]
(Lemma 1, § 2) that &,(u) is bounded from above on bounded sets.

Theorem 1. Let us suppose (2), (3), (4), (7), (9), (10) and (11). Then, the functional
@(u) attains its minimum on the set uy + °W g.

Proof. Evidently, the functional from (15) is bounded from below on LZ (<)
(Go(u) = u go(u)) and with regard to Lemma 2 also ®(u) is bounded from below on
the set u, + °W, ¢. Let us consider a minimizing sequence {u,} € u, + °W, g.
This sequence is bounded in the norm of the space W, g, because of Lemma 2.
There exist a subsequence {u,, } and u € uy + °W, ¢ such that u,, o if k — oo.

Since W, ¢ = Wj(Q) (algebraically and topologically), we conclude by means of
Theorems on imbeddings that there exists a subsequence {z,} from {u,,} such that
z, = u in the norm of the space L,(2) and, moreover, z,(x) — u(x) almost every-
where in Q, with n — co. There exists a constant ¢ such that &(z,) < c. &,(v) and
o vf dx are bounded from below and from above on bounded subsets of W, g-see
Lemma 2 and [1] (Lemma 1, 2 § 2) so that the functional @,(v) from (12) is bounded
on the sequence {z,}. As a consequence of Fatou’s lemma we obtain

1 . 1
I dtf lim inf z,a4(x, tz,) dx < lim inf J‘ dtJ. Z,80(%, tz,) dx .
o Ja o Jo

n->o n—> o

Finally, Lemma 2 implies:

1
&(u) < liminf &,(z,) + lim inf J- dtj z,ao(, tz,) dx — limj z,f dx < liminf &(z,).
o Jo Jo

n=* o0 n=o o . n-»o0

Thus, &(v) attains its minimum on the set u, + °W), ¢ at a point u.
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In the following theorem we shall prove that every point of the minimum of &(u)
is from L (). To that end we shall suppose additionally

N
(16) Y pafx,p) 20 forall p.
i=1

Theorem 2. Let the assumptions of Theorem 1 be fulfilled and in addition to it let
us suppose (6) and (16). Then, every point of the minimum of ®(u) is from L (2).

Proof. With regard to Theorem 1, we can suppose that &(v) attains its minimum
at a point u € uy + °W; . We prove the theorem by contradiction. Suppose that u
is not from L,(R). Let us consider an increasing sequence {C,}, C; > ||uol.coay
with C, = oo for n — co. Further, let us consider the sequence u(x)]". In accordance
with Lemma 1, u]c" € uy + °W, ¢. Using the notation from Lemma 1, we get

Cw Cn
M = a_u , or g’fl =0
0x; 0x; 0x;
almost everywhere in Q, for i =1, 2, ..., N.
Let us denote

Ke, ={xeQ; |u(x)] > C,}.
From (16) we deduce

,(u]") = J dt L o %“;]C")dx -

ilxi

Jdtj —a,(,t@)dx§d>1(u).
2-Kc,, x‘ 0x

Now, it suffices to prove that there exists an N, such that
(17) ,(u]*) — j u]of dx < () — f ufidz
2 Q

holds for all n = N,.

Using the mean value theorem for the integral we deduce
(18) y(u) — B5(u]%) — f (4 — u]®) fdx 2
2
u(x)
_Z_I J' ao(x, s)ds — cj | — u]®| dx =
2J u)Cn : 2
- f (4 — u]%) a0l 8]0 + 9(x) (u — u]®) dx — e J‘ I — u]o dx.
7] Q
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The function 9(x) satisfying 0 < 9(x) < 1 can be determined in such a way that it
is measurable — see [7] (footnote at the lemma 5,1).
Condition (11) implies that
sgn (u — u]) = sgn aq(x, u] + 9(x) (u — u]"))
for sufficiently large n and
lao(x, u] + 9(x) (u — u]™))| > 0 with n— oo.

From this and from (18) we deduce (17). Thus, for sufficiently large n we obtain

D(u]c,) < B(u)

which gives a contradiction with the minimum property of u. Hence the proof is
complete.

Theorem 3. Let the assumptions of Theorem 2 be fulfilled. Then, there exists
a bounded weak solution of the boundary value problem (1), (5)

Proof. Theorem 2 guarantees the existence of the minimum at a point u € u, +
+ °W; ¢ N L(). We shall show that this minimum is the weak solution. Let us
take v € 2(Q) (2(Q) is the set of all functions which have all the derivatives in Q and
possess a compact support in Q.

&(u + t) is a continuous function in ¢ and has the derivative at the point t = 0.
" Asu + tveuy + °W, g and u is a point of the minimum,

d
— ®(u + t)|;—g =0
S ofu + 1)y

must hold. This means that

(19) j i Ho a, (x, gg) dx + f vao(x, u) dx =J of dx
2 X Q Q

i=1 0x;

for all ve 2(2). But 9(Q) = °W, ¢ n E¢,, where the closure is with respect to the
norm of the space W, ¢ (see [1], [2]). Since go(u) is bounded, go(u)e Ep, = Ly,
(Po(v) is conjugate to Gy(u)). Further,

ou »
a, ( —) eLf, =(L2)
0x .

(P{(v) being conjugate to G(v)).

Thus, we obtain (19) for ve °W, ¢ N E;, by a limiting process (see Hélder’s
inequality). Now, let us take v € °W, ¢. Let us consider the sequence v]°" (the nota-
tion is that from Theorem 2). With regard to Lemma 1, v]° e °W, ¢ n E¢,. It is
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evident from the definition of the *X-convergence that v]“" v As a(x, ou[ox) € E,,

and go(u) € E,, we obtain (19) for v e °W, ¢ by a limiting process. It means that u
is a weak solution.

In the sequel we replace condition (16) by other conditions. Let us suppose the
existence of da(x, p)[ox; and

(20) fﬁi_a(x,__O) €Ly(Q) forall i=1,2,..,N.

i

Theorem 4. Let us suppose (2), (3), (4), (6), (7), (9), (10), (11) and (20). Then there
exists a bounded weak solution of the boundary value problem (1), (5).

Proof. Let us consider aj(x, p) = a|(x, p) — a(x, 0), aj(x, p) satisfying all the
assumptions of Theorem 3. Really, condition (9) implies (16). With respect to (20)
and Theorem 3, there exists a bounded weak solution of the equation

—i ia;(x,a—”>+ ao(x, u) = f+z
0x

i=1 0x;

da (x 0)

1.€.,

(21) z J ( )dx + j (s, ) dx =

N
j(f+zlaa(x 0)> dx, forall ve°W,g¢.

Using Green’s theorem, we obtain

- [ 32D 0 - [ 3ot 0) L ax

i=1

and then the identity (21) implies the required result.

We give now conditions for the uniqueness of the weak solution.

Assertion 1. Let us suppose that the assumptions of Theorem 3, or Theorem 4, are
fufilled. Then, there exists a unique weak solution of the problem (1), (5), if (i),
or (ii), is satisfied:

(i) (51 — s2) [ao(x, 51) — ao(x,5,)] >0 for sy %s,.

(ii) In condition (9), the equality holds only when p = q; and further (s; — s,) .
- . [ao(x, 51) — ao(x, 5,)] = 0.
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Proof. If u; # u, were two solutions of (1), (5), then

mzl"’(“xax‘ uz)[ ,(x, %%‘) _ (x’ 661; )] .
+ fn(ul — 105} [olxs 1) — gl 1] e =0

which yields a contradiction in case (i), as well as in case (ii).

Now, we present some consequences of Theorem 3, or Theorem 4, considering
the known results about the regularity of the bounded weak solution — see [6], [2].

We shall suppose more special conditions instead of (3), (10)
N
@) izlp afx, p) Z ¢ |p|" -

N .
(23) iZ:lla,(x, pl(L + |p|) £ c2(1 + |p)™, where m > 1.
C%%(£) is the space of the Hdlder functions with the norm

"“"co @@ = max |u(x)| + sup |u(x) - u(y) .
x,yed |x — yIu

We shall suppose that the boundary value condition is given by the function
(24) ug(x) € Wh(Q) n C®%(Q) forsome 0 <a<l1.

Assertion 2. Let the assumptions of Theorem 3, or Theorem 4 with (24) be fulfilled.
Let us suppose (22), (23) instead of (3), (10). Then, there exists B, 0 < B < a such
that the weak solution is from W, n C>#(Q).

This assertion is a consequence of [6] (Theorem 1.1, Chap. 4) and Theorem 3,
or Theorem 4.

Now, let us consider the equation

(1) _y 2 (au(x) 2+ e ) = 162

i,j=1 0x

Ltj,t us suppose
(29) a,(x) e C4(Q)
(26)  fWe o).

C!'%(£) being the set of all functions the first partial derivatives of which are
from C*({2).
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