D
[-A elt

Werk

Titel: Monotonicity of the Power Function and Unbiasedness of Some Likelihood Ratio Test...
Autor: Chen, L.

Jahr: 1989

PURL: https://resolver.sub.uni-goettingen.de/purl?358794056_0036 | log28

Kontakt/Contact

Digizeitschriften e.V.
SUB Géttingen

Platz der Gottinger Sieben 1
37073 Gottingen

& info@digizeitschriften.de


http://www.digizeitschriften.de
mailto:info@digizeitschriften.de

Metrika (1989) 36:149-159

Monotonicity of the Power Function and Unbiasedness
of Some Likelihood Ratio Tests

Lanxiang Chen’

A natural generalization of the p-dimensional normal distribution is provided by el-
liptically contoured distributions. In the case of the normal distribution the likelihood
ratio tests (LRT) of null-hypothesis of the form

i) =1,

ii) Z=I and u=0,

have well known properties. This paper contains an investigation of the question of
how far these properties are conserved when this more general family of distributions
is considered. It is shown that the unbiasedness of the tests and the monotonicity of
rheir power functions can still be proved for a large subfamily of these distributions.

1 Introduction and Notation

A p-dimensional random vector X has an elliptically contoured distribution if X has a
density of the form

1
fO)=1Z1 2g((x -2 '(x—w), XxERP (1.1)

where g(+) is a positive measurable function, £ a positive definite p x p matrix and
u € IRP. We will then write X ~ EC,(u, Z, 8).
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The theory of elliptically contoured distributions was developed by Schoenberg
(1938), Kelker (1970), Cambanis, Huang and Simons (1981) and generalized to ran-
dom matrices by Anderson and Fang (1982a, 1982b), Good and Jensen (1981), Jensen
(1984), Kariya and Sinha (1985).

A random N x p matrix X has an elliptically contoured distribution if for an N x p
matrix M, a positive definite p x p matrix ¥ and a non-negative measurable function g
the density of X is given by

) =121™ 2 tr == x — M) (x - M)), x ERN*P 1.2)

We will use the notation X ~ LECy (M, Z, g).

Anderson and Fang (1982a and 1982b) gave likelihood ratio tests (LRT) for vari-
ous hypotheses about the forms of M and Z. It turns out that the test statistics have
the same forms as the corresponding ones for the normally distributed case.

Optimality properties of these tests were proved by Nagao (1967), Sugiura and
Nagao (1968) and by Anderson and Das Gupta (1964) for the normally distributed
case. In this paper these results are generalized to elliptically contoured distributions.

We shall need the following results in this paper (see Anderson and Fang 1982b).

a) If X ~LECyny,(M, Z, g) then the density of the random matrix
W= (x —M)"(x — M) is given by

b Nepl
c- 12l 2wl ? grz”'w), wEIRP*P (1.3)

We call these distributions generalized Wishart distributions and use the notation
W~GWy(Z, N, g).

b) IfX~LECyNyp(enu’, Z,g)withN>pandey =(1,1,...,1)" and if
(*) g(-)is monotone decreasing and differentiable

then

1.) for known u the ML-estimator of Z is given by T = Ao W where
W= (X—enu") (X —eyu")and \q an appropriate constant;
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2.) if puis unknown the ML-estimators of u and X are given by

with
_ _ 1 N

V=(X—-enX") (X —enX") and X=1—\_' Z X -
i=1

Where u is known we shall assume in the following without loss of generality that

u=0.
Lemma 1: Let X ~ LECy yp(enu’, Z, g). Then V ~ GW,(Z, N - 1, g,) with

()

-1
g(t +rydr.

[S]

g1(f) =¢ f’
0

Proof: We use an orthogonal transformation Z= QX where the last row of Q is

VR

Then

Zy 0
, 2,8

~LECNyp
Z{n)y VN -y’
where Z(yy = /N - X and the density of Z, is
mfp (=N 2g(tr 27127z + (z(vy — VN Z Tz vy — VNW)dZ (),

z, ERW-Dxp,

Zy ~LEC(y_1)xp(0,Z,81) with g(t)= IRfp gt +yTy)dy.

p/2 ’21—1
Since du = t
o I'(p/2)

u'u=t

follows that V' ~ GW,(Z,N~-1,8).

(see Srivastava and Khatri 1979), and V =Z(Z, it
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2 Monotonicity of the Modified LRT for the Hypothesis Z =/

Let X ~ LECyyp(enu”, Z,8). In the following we investigate LRT for the hypothesis
Z = [ against ¥ # I for known and for unknown u.

Lu=0

The critical region K (of the LRT) for £ = against £ # [ is of the form

N
K={w:|wl? gltrw)<c} (2.1)

where w =x"x and ¢ is uniquely determined by the test level a (see Anderson and
Fang 1982b). First we discuss the above test in the case p = 1. Let X ~ ECy/(0, 0?,8),
x € RN, The critical region of the LRT for 0? = 1 against 0? # 1 is

i
K={u:u*gu)<c}

where U = X" X has density

N u
fa(u)=ﬂN’2F“’(§ O_NuN’Z"g(—i) :

o

Theorem 1: Let X ~ ECy(0, 0%, g) and let g(+) have property (*). Let
a) g(ct)/g(t) be monotone increasing for 0 <c¢ < 1.
b) A'(t)=0 have a unique solution, where A(r) = ¥/ %g(¢).

Then the power function (0?) of the LRT for 02 = 1 against ¢® # 1 is a monotone in-
creasing function of |02 — 1.

Remarks:

1) Condition a) means that the family of distributions for U has the monotone likeli-
hood ratio property.
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t
2) If m(z) is positive and nondecreasing, then g(z) = exp (—({m(x)dx) satisfies (*)
and a).

3) If A(t) or log A(t) is concave, then A(t) satisfies b)

o =
Proof: Since »>c¢ [ u*  g(u)du, it follows that
0

N N N

e = 2t
2 2hQ) =12 g2t)<t?

2t
J gw)du<[u
t t

N
2

1
gu)du—0

for t > o=, that #(0) = 0 and A(z) = 0.

Therefore tV/2g(t) = ¢ has two solutions ¢, < ¢, for 0 <c¢ <h(tq) with #'(tg) =0
from b).

The critical region K of the LRT is thus the union of the intervals [0, ¢, ) and
(cz, ). It follows that

0*201 g_l oo =—1
Ba*) =/ fa(u)du=c[ J @ gwdut [ 4 g(w)du
K 9 a_zcz
and
N
=—=%1 = -2
2\ 2 2 —2 glcy) g07%¢y) | > 2>
—= =0 c g “c - =0, fi =1
202 (0%) 1807 ¢c2) @) g0 | 2 or o* =
from a).

In the case p > 1, X has density (1.2) with M =0 and critical region K as in (2.1)
and we have W=X"X~GW,(Z, N, g). Since the test problem and K are invariant
under the transformation group {X = XT : I" orthogonal p x p matrix } we can assume
that £ = A =diag (A, ...,A,) where Ay =%, >... >}, are the eigenvalues ch;(Z) of
2.

Lemma 2: Let W~ GW,(A, N, g) and Wy = diag (W, ..., Wpp) where Wy; is the i-th
diagonal element of W, i=1,...,p. Then R = Wg'/?- W- Wg'/? and (W,,, ..., Wp,)
are mutually independent. The density of R is
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N-p-1
cirl 2 (2.2)

and the density of (W, ..., Wyp) is

w

—’). (2.3)

N .o
2! i
Aj

j  Wii &

M

L}
—

j
The proof is similar to the proof in the case of normal distributions.

Theorem 2. Let X ~ LECy (0, Z, g) and let g() have property (*). Suppose that
a) g(a +ct)/g(a +t)is monotone increasing for 0 <c¢<1anda >0,

b) #'(¢t) =0 has a unique solution, where h(t) = #/?g(a + ) and a > 0.

Then the power function of the LRT for A =/ against A # / is a monotone increasing
function of (\;—1|,i=1,...,p.

Proof: Using the Lemma 2 we obtain the critical region

p 14
K*= \(r, Wig, ...,pr) . irlN/2 Hl (w”)leg(]Zl W”) <C} 5
j= =

K=

j=

p P
Wity ooy Wpp) Hl (wjj)N/Zg( z w,-,-) <cl|r|™N?
=

—

and
BAy, ..., 25 IR =r)=P(Wyy, ..., pr)EK;“IR =r)
then

By, Ap) = EBA, ..., Ap)IR).
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If wy; (j #1) are fixed it can be established, analogously to the proof of Theorem 1,
that {30\1,...,7\[,|R=r) is a monotone increasing function of |\;—1|. Therefore
B(Ay, ..., Ap) has the same property.

IL.u#0

Te. X ~ LECyxp(eyu', Z,g). The critical region of the modified LRT for the hypo-
thesis £ = [ against £ # [ is
N-1
Ki={v:iv] ? gtrv)<e} with V=X-enyX") (X -enX").

Theorem 3: Let X ~ LECyyp(enu”, A, g) and let g(+) have property (*). Suppose that

a) gy(a+ct)/g,(a+t)is monotone increasing for 0 <c <1 and @ >0 where g,(z) =

o -1
c[r? gt+rydr
¢ N-1
b) A'(¢) =0 has a unique solution, where h(t)=t ? g(a +1),a>0.
Then the power function of the modified LRT for A =17 against A # I is a monotone

increasing function of |A; - 1[,i=1, ..., p.

Proof: From the proofs of Lemma 1 and Lemma 2 we know that V' ~ GWP(A, N-1,8)
and that (Vy, ..., Vpp) has density (2.3) with v;; in place of w;; and N — 1 in place of
N. Thus for fixed vj; (j #i)and A =1

W Mot
2
o> [ v g1+ Z vy;)dvy
0 jEi

N—1
o i

[ vt gwiit X v +yTy)dv;; |dy
0 jEi

=
R\

and

N-1
. =i
oo >({ ;i 8(v;; +a)dv;.

The remainder can be proved analogously to the proofs of Theorem 1 and Theorem 2.
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Remark: Sufficient conditions for g and g; to satisfy the hypothesis in theorem 2 and
3 can be given analogously to the remarks following theorem 1.

3 Unbiasedness of the LRT for the Hypothesis Z =7/and u =0

Let X ~ LECyxp(enuT, Z, 8). The critical region of the LRT for the hypothesis Z =71
and u = 0 against £ # 7 or u # 0 is given by (see Anderson and Fang 1982b)

N
K=1{(0X): |v? g(tr v+ NEXT) <c}.

To prove the unbiasedness of this test we only have to show the following inequalities
(1) PKIu=0,Z=N)<pK|u=0,Z) for Z>0,
(2) PK|p=0,Z)<pK|u, Z) for Z>0.

Lemma 3. Let X ~ LECyyp(enu’, Z,8) then W=(X —enyu")(X —eyu”) and T =
NX —u)w ' (X —u) are mutually independent, indeed W~ GWp(Z,N,g) and
p N -p)

The proof is similar to the proof in the case of normal distributions.

Lemma 4: Let X ~ LECyyp(M(ky, ..., ky), Z, g) with M(ky, ..., ky)

= (kiM(1)s - Knmyy) for 0<k;<1,i=1,..., N, and let g(*) have property (*).
Let K be a subset of RV*P with the following property:
Fori=1, ..., Nand fixed x(;) € RY,j #1i, the set

Ki= iy €K,y =xi), i #i} CRP

is convex and symmetric about the origin.
Then P(X €K) is a monotone decreasing function of k;,i=1,..., N.
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Proof: We shall only prove the lemma for i = V.
Let 0<ky <ky <1,

X, M,
X= and M=
X{v) knuin)

p

1
Then X, ~ LEC(y_1yxp(M1, Z,81) withg,(¢)=c [ r* g(t +r)ar.
0
If h(M,, Z) is the density of X, the conditional density of X(x) given X =x, is
qCevy —kntvy)

with g(») = |Z1™M2g[y"= " y +tr 27 (xy — M) (x; —My))/h(M,, ).
The function g(p) satisfies

(i) q)=q(-y), y€ER",

(ii) bf q(y)dy <o,
For any X; € RW=D%P and 4 >0 the set
Ku={ylq(y)=u}isa convex set for 0 <u < oo,

From Theorem 10.2.1 (Srivastava and Khatri 1979, p. 299), it follows that

T aGevy ~ ke < S ey — ko)) dx )
Ky Ky

from which the assertion follows.
Clearly P(X € K) assumes its maximum at the point M = 0.

Theorem 4: let X ~ LECpr(eNy’, 2,g) and let g() satisfy the assumptions of
Theorem 2. Then the LRT for ¥ =/ and u = 0 against u # 0 or £ # [ is unbiased.
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Proof: Firstly we prove the above inequality (1).

Because of the invariance property of this test we can assume that
X ~ LECyyp(0, A, g) with A=diag (Ay,...,\,). From Lemma 3 we see that the
distribution of

|
ll—;=1—NX’TW"X=1—T

does not depend upon Wand Z.
Then the critical region is

K={(w,1): (1=t wMgtrw)<ec}.
Let

K.={w: wNgtrw)<K1-1)™?} and

By, .. A T=1)=P(WEK,IT=1).

From Theorem 2 we obtain that B(A, ..., A, | T =¢) is a monotone increasing function
of i\;—11. Since P(K)=EB(\,, ..., \p|T =t), P(K) reaches its minimum at A=/
That is inequality (1) holds.

In order to prove inequality (2) we proceed as in Lemma 1.

K = {(z,2¢vy) ¢ 1212, M2g(tr 27z + z{nyz(vy) <c}.

For z; e RW=UXP the set {z(ny : z{n)z(v) <& '(clziz, |™V/?) = tr 27z, } is con-
vex and symmetric about the origin.

It follows from Lemma 4 that P(X €EK|u+#0,Z)<PX €K|u=0, ), ie. that
inequality (2) holds.
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