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A Note on Horvitz’s and Thompson’s T, Class
of Linear Estimators'’

By S. G. PRABHU AJGAONKAR, Poona?)

1. Introduction

Whenever a random sample of size » is drawn without replacement
from a finite population of size N, with varying probabilities of selection
at each draw, Horvitz and TromPsonN [2] have formulated certain
classes of linear estimators, depending on the weights associated with sample
observations, to furnish a sample appraisal of the total of a population
characteristic. It is demonstrated by the author [6,7] that for a
given sampling procedure a class of linear estimators might be empty or
non-empty with the definitions given as follows: (1) Empty Class: Whenever
there does not exist even a single linear unbiased estimator independent of
the population values for a class, then that class is called an empty class;
(2) Non-empty Class: For a non-empty class there always exists a linear
unbiased estimator with weights independent of the population values.
Further the usual criterion, employed to choose a unique estimator for a
class of linear estimators, is that of least variance. The present paper
is concerned with the T-class of linear estimators, formulated by Horvitz
and THoMPSON [2], and examines it in the light of the above discussion.
It is noted that the Tj-class is non-empty. However, the best estimator
for the Ty-class depends on the population values even when the elements
are selected with equal probabilities. Incidentally it is observed that the
best estimator for the T'g-class belongs to a sub-class of T3, where the order
of the elements constituting the sample, is not taken into account.

1) This paper is based on the first chapter of the author’s Ph. D. thesis entitled,
“Some aspects of successive sampling’’ submitted to Karnatak University, Dharwar,
India.

This work was financially supported by the U.G.C. Govt. of India.
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2. The T,-Class of Linear Estimators

As has already been described that a random sample of size # is drawn
from a finite population of size N, let Y;, Y,,..., Yi, be the population
elements entered into the sample at the first, second, ..., nth draws respec-
tively and the probability of such ordered sample be pi,i,...,i,. The Ty
class of linear estimators formulated by Horvirz and TrHOMPSsoN [2]
for the estimation of the population total

T = 2 Y, (1)

is defined symbolically as
T; = wi,;, ...,e,,{Z Y,-,} (2)
r=1

where wi, i, ...,i, is a constant used as the weight associated with the sample
in which the population elements Y,,Y,,..., Y, appear at the first,
second, ..., nth draws respectively.

It is easy to note that the present sampling procedure incorporates

M = JZ n! different samples when the order of the elements constituting

the sample is taken into account. T, should be an unbiased estimator of
the population total, therefore we consider

(a}

E(Ty) = SZ, w-il,i.,...,i”{'gl Yi'}pil,i,,‘..,in =

=Y1[ X Wiy Plineig 2 WisLiineeniyPiu Ly +
Sp(1, 25, + 0 0y By)

Syl 1,9, .. -ri,,)

Slinfar -+ mr ¥y — 1, 1)

ST o > Wiy o..yip 1,1 Pil,i,,...,i,,_l,l]

+ Y, [ ]

+ Yn[ > WN..i, PNig.niy + oo +

Spy(N,dg, 000y iy,)
+ > wib...,t',,_l.Npim}.---.‘n_pN] (3)
Syliny e nr iy — 1, N)
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where s, (43, %,...,% _1, 7, % +1,. ., %,) stands for all possible samples in
which the jth population element enters into the sample on the rth draw.
N —1
n—1
samples containing the jth population element. It is easily noted that T,
is an unbiased estimator of the population total, whatever may be the
Y/'s, if the coefficient of Y (f = 1, 2,.. ., N) of the above equation is unity.
Thus we obtain,

For each Y, the summation ‘ >}’ extends over all possible (» — 1)!

N-—-1
- ,(”-1)‘ ”_1)
=1

(4)

forj =1, 2,..., N. Consequently there are N conditions on these M = »!

2 Wi iy 1dvig g ety Piiu ety 1Ay 11 erin
r=1 8,(is, 0 .00y 1,00 p10ee s i,)

IZ) number of w’s.

The Tg-class of linear estimators is non-empty if the above system of
linear equations arrived at in (3), is consistent. However, if an estimator,
independent of the population values, exists for the class, the class is a
non-empty one. Accordingly, when

K

Wiy iy, ..., iy T"‘—:‘ (5)
Ll eeey "

for a suitable value of K, it is observed that the coefficients w’s do not depend
upon the population values, and subsequently the T,-class is non-empty,
whatever may be the sampling procedure.

For the selection of a unique estimator for the T'j-class, which is non-
empty, we employ the usual procedure of the least variance. Thus

Var (Ty) = E(T3) — (T)?

where

E(Tﬁ) == E‘W?,,;.,...,i”{é Y;,}z Disins .ooriye (6)

Further, for the minimization of E(T?%) for variation of w’s with respect
to the conditions of unbiasedness arrived at in (4), we employ the Lagrangian
method of undetermined multipliers.

Let

N
@ = Var (T3) — 2’21 W22 Wity Pininoniy (7)
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where 4; (j =1, 2,..., N) is LAGRANGE’s multiplier corresponding to the

jth equation in (3). Equating a¢/dwi,, ... i, to zero, we obtain after some

simplification
Wiin iy pivip s eeerin =

S L Ry My Py S ST o -

Yo+ Yot ... +Y, _,+ Y4+ Y+ .. YR

for 4, #iy5# ... FJ#% ,5% ... #1,=1,2,..., N. Moreover, the
second differentiation of ¢ discloses that for the above specification of w’s
E(T3%) is minimum. _

From the above specification of w’s, arrived at in (8), it is noted that
the weights attached to the sample observations, for the best estimator
in the T'3-class do not depend on the order in which the elements enter into
the sample. Accordingly, the same weight is associated, with the #! samples
obtained by the different permutations of » sampling units. It isinteresting
to compare this result to that derived by MurTHY [5] in his first theorem,
wherein it is stated that if ¥, be an unbiased estimator of a population

parameter 0, based on one of the samples out »! (ZZ) possible samples, there

exists an estimator

by = Y, Biin i) D Pirin v

the summation being over all permutations of the given # units in the sample
s,, whose variance is less than or equal to the variance of the estimator Ys,.
It is also pertinent here to note one of Koor’s [3] results where a special
estimator of the present T'j-class is proved to have greater variance than
another special estimator of a sub-class of T, formulated by ignoring the
order in which elements enter into the sample.

Apparently, the weights w’s for the best estimator, are determined
from the equations in (4) and (8). However, that these weights w’s for the
best estimator depend on the population values, even when the population
elements are selected with equal probabilities, is shown in the following
section.

Let the weights w’s of the best estimator be independent of the population
values. From equations in (8), we derive the following relations:

Wity Yo, + Yoo+ oo + Y )i=4 4 44 ... + 4,
Wiiy..nif(Yii + Yo+ ...+ Y )2 =44+ 4,4+ ... + 4,
Oisin.ig Y+ Vi + oo + Y )2 =24, + 4,4+ ... + 4,
Wiinoonid Yo+ Y5+ oo . + Y 2 =4 4+ 4,4 ... + 4.
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From these four relations, after suitably eliminating 4’s, we arrive at the
following equation,

Z Ars Yr Ys =0 (9)
where
7,8 =13, %y o op Vi3 J1y Jaro oo In

and 4,/s are functions of the w’s which are assumed to be independent
of the Y/s. The above equation holds good whatever may be the Ys,
in which case every coefficient of Y, Y, must vanish. Accordingly, we
obtain

Wiy, iy = Wiig, sy = Wipdayoooriy = Wirga,...riy = 0. (10)

Considering the other similar equations and following the same procedure
we arrive at the result that the coefficients w’s of the best estimator are
equal to zero. However, this conclusion contradicts the result deduced
in (3). Hence the coefficients ®’s, associated with the best estimator depend
on the population values.
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